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Abstract:  
In this paper, a sufficient condition for stability of a system of nonlinear multi-fractional order differential equations on a finite time interval with an illustrative example, has been presented to demonstrate our result. Also, an idea to extend our result on such system on an infinite time interval is suggested.
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Introduction:  
Fractional derivatives have a long mathematical history, for many years they were not used in many different sciences, but in recent years, growing attention has been focused on the importance of fractional derivatives and integrals in science. For more details, see [1].

Problems of stability appeared for the first time in mechanics during the investigation of an equilibrium state of a system. A simple reflection may show that some equilibrium state of a system are stable with respect to small perturbations. The existing methods developed so far for stability check are mainly for integer order systems. However, for the fractional order systems, it is difficult to evaluate the stability by simple examining its characteristic equation either by finding its dominate roots or by using other algebraic methods. Direct check of the stability of fractional order system using polynomial criteria is not possible, because the characteristic equation of the system is, in general, not a polynomial but a pseudo polynomial function of fractional powers of the complex variables. For more details, see [2].

The study of stability of such systems focuses a great interest. We can cite in this domain, the works in [3] and [2] for the stability of linear fractional systems, while the works in [4], and [5] are for the stability of fractional systems with time delay.

Preliminaries  
In this paper, we are concerned with the stability of nonlinear fractional order system of differential equations of the form
\[ y_i^{\alpha_i}(t) = f_i(t, Y(t)) \quad i=1, \ldots, m. \]
where \( Y(t) = (y_1(t), \ldots, y_m(t))^T \) is its solution, \( 0 < \alpha_i < 1 \), and \( f_i \in C([R^+ \times R^n, R^m]) \) are continuous positive functions defined on a finite interval.

There are several definitions of a fractional derivative of order \( \alpha_i > 0 \) (see [1]). The two most commonly used definitions are the Riemann-Liouville and Caputo. Each definition uses Riemann-Liouville fractional integration and derivatives of whole order. In this paper, we are using
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Riemann-Liouville fractional integration of order $\alpha_i$ which is defined as:

$$y_i(0) = I^{\alpha_i} f_i(t, Y(t)) = \frac{\Gamma(\alpha_i)}{\Gamma(\alpha_i + 1)} \int_0^t (t-s)^{\alpha_i-1} f_i(t, Y(s)) ds,$$

(2) ...

$$= \frac{\Gamma(\alpha_i)}{\Gamma(\alpha_i + 1)} \otimes f(t, Y(t)),$$

$\alpha_i > 0, \ t > 0,$

where $\otimes$ is a convolution operator, in which

(3) ...

$$f \otimes g(t) = \int_0^t f(t-s) g(s) ds$$

Set $I=[0,t_f]$, say, $t_f$ is a finite suitable positive number, and define the norm

(4) ...

$$\| \gamma_i(t) \| = \int_0^{t_f} | \gamma_i(t) | dt$$

(5) ...

$$\| \gamma_i(t) \| = \left( \int_0^{t_f} | \gamma_i(t) | dt \right)^{1/2}$$

In order to study the $L_1$ - stability solution of the system (1), we must prove that each $\gamma_i(t), (i=1,\ldots,m)$ is bounded, i.e. $\| \gamma_i(t) \| < \infty$, for all $i = 1,\ldots,m$.

Therefore, the solution $\gamma_i(t)$ may be rewritten using the product operator $\otimes$ as follows

(6) ...

$$\gamma_i(t) = \left( k_{\alpha_i} \otimes f_i \right)(t)$$

Where $k_{\alpha_i}$ with $0 < \alpha_i \leq 1$ is so called convolution kernel defined by

(7) ...

$$k_{\alpha_i} = \frac{\Gamma(\alpha_i)}{\Gamma(\alpha_i + 1)}$$

For all $i = 1,\ldots,m$.

Now, we can state and prove the following theorem:

**Theorem:**

Let $k_{\alpha_i} f_i \in C(R^+, R^+) \cap L_1([0,t_f])$, with $t_f > 0$ and finite, then the solution of

(1) is stable, providing that

(8) ...

$$\left| \frac{t_f}{\alpha_i^{1/2} \Gamma(\alpha_i)} \right| < \epsilon \quad \text{for all} \quad i = 1,\ldots,m.$$  

where $\epsilon > 0, and finite$.

**Proof:**

With no loss of generality we can take $y_o = 0$ and $t_o = 0$. This reduces (2) into

$$y_i(t) = \frac{1}{\Gamma(\alpha_i)} \int_0^t (t-s)^{\alpha_i-1} f_i(s, Y(s)) ds,$$

First, we prove that $\| \gamma_i(t) \| < \infty$. We have

$$\| \gamma_i(t) \| = \| \sum_{i=1}^m \gamma_i(t) \| = \| \sum_{i=1}^m \int_0^{t_f} \gamma_i(t) dt \|$$

So, we need only to prove that $\| \gamma_i(t) \| < \infty$.

$$\| \gamma_i(t) \| = \int_0^{t_f} \int_0^t k_{\alpha_i}(t-s) f_i(s, Y(s)) ds dt$$

(by Fubini Theorem for positive functions)

$$= \int_0^{t_f} \int_0^t k_{\alpha_i}(t-s) f_i(s, Y(s)) ds dt$$

(by using the change of variables)

$$= \int_0^{t_f} k_{\alpha_i}(s, Y(s)) \left( \int_0^{t-s} k_{\alpha_i}(t-s) ds \right) dt$$

Now, since $t_f$ is finite, then the right side of the inequality is converge, and we get

(9)

$$\| \gamma_i(t) \| \leq \left( \frac{t_f}{\alpha_i^{1/2} \Gamma(\alpha_i)} \right) \int_0^{t_f} k_{\alpha_i}(s, Y(s)) ds < \infty$$

Provided that, the condition (8) is satisfied.

Second, if we consider two solutions $Y(t)$ and $X(t)$ with different initial points

$$Y_0 \text{ and } X_0 \text{ with } |Y_0 - X_0| < \epsilon(t_f).$$

Perform the same above steps for $\| \gamma_i(t) - \gamma_i(t) \|$, we get

$$\| \gamma_i(t) - \gamma_i(t) \| = \| \gamma_i(t) - x_i(t) \| = \| \gamma_i(t) - x_i(t) \| dt$$
As we have seen from (9), the second term of (10) is converge and bounded as \( (a_1 - 1) < 0 \). Also the first term of (10) is converge and bounded, providing that condition (8) is satisfied. Therefore we get

\[
\int_0^T |Y(t) - X(t)| < \infty
\]

Now, to demonstrate the stability of such system, we consider the following example of nonlinear system of fractional differential equations:

\[
\begin{align*}
\frac{d^\alpha x}{dt^\alpha} &= -x \\
\frac{d^\alpha y}{dt^\alpha} &= (x - y)^2 \\
\frac{d^\alpha z}{dt^\alpha} &= y^2
\end{align*}
\]

subject to the initial condition

\[
x(0) = 1, y(0) = z(0) = 0,
\]

Where \( 0 < \alpha_i < 1, \ i = 1,2,3 \), and defined over the finite time interval. Since all the corresponding \( \int_0^T f_i(t) dt < \infty \), then

\[
\| x(t) \| < \infty, \| y(t) \| < \infty, \text{and} \| z(t) \| < \infty,
\]

therefore the system is stable. For special case when \( \alpha = 1 \), this system represents a nonlinear reaction and was found in [6]. To verify the stability of this system, we are solving this system, using the appropriate successive approximation to generate the recursive relationship. The first four terms are given by

\[
\begin{align*}
x &= 1 - \frac{x_1^2}{\Gamma(\alpha_1+1)} + \frac{x_2^2}{\Gamma(2\alpha_1+1)} - \frac{x_3^2}{\Gamma(3\alpha_1+1)} \\
y &= \frac{x_2}{\Gamma(\alpha_1+1)} + \frac{x_3}{\Gamma(2\alpha_1+1)} + \frac{1}{\Gamma(\alpha_1+1)} - \frac{y_2}{\Gamma(2\alpha_1+1)} + \frac{y_3}{\Gamma(3\alpha_1+1)} \\
z &= \frac{y_3}{\Gamma(\alpha_1+1)} - \frac{z_2}{\Gamma(\alpha_1+1)} + \frac{z_3}{\Gamma(2\alpha_1+1)}
\end{align*}
\]

Setting \( \alpha_i = 1, i = 1,2,3 \), we obtain the solution obtained by [10], which corresponding to a system of ordinary differential equations. One can see that, the above solution is stable when \( \alpha \) is finite.

The generalization to the infinite case where \( t \in R^+ \) is not possible because the kernel \( k_{\infty}(t) \) does not belong to \( L_1(R^+) \), and then

\[
\int_0^\infty k_{\infty}(t) \otimes f_i(t,Y(t)) dt < \infty
\]

does not converge, and

\[
\int_0^\infty k_{\infty}(t) \otimes f_i(t,Y(t)) dt \leq \int_0^\infty f_i(t,Y(t)) dt < \infty
\]

does not true. Also, even if the system is defined since \( t_0 > 0 \), the generalization to the infinite case where \( t \in [t_0, \infty) \) is not possible, since the solution of the system (1) given by (2) cannot be defined by using a convolution product which is commutative. However, our kernel function given by (7) does not depend on the initial time. Therefore, a new approach for the stability analysis of a class of nonlinear fractional order systems is opened.
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**Summary:**

In this research, we propose a method to analyze the stability of robotic time-delay systems with fractional control. We compare various numerical methods for solving ordinary differential equations. We also present a numerical solution for Bagley_Torvik equations. Analytical approximation solutions for nonlinear fractional differential equations are given. A reliable method for solving the Kinetics problems is proposed. We solve multi-term fractional (arbitrary) orders differential equations numerically. The existence of solutions of a system of ordinary differential equations of fractional order is discussed.
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